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Road safety is one of the critical government transportation concerns, especially on the toll 

roads. With the increasing number of toll roads as part of infrastructure planning, road traffic 

accidents are significantly escalating. Developing a system that predicts accidents on toll roads 

will benefit to reduce the harm that is caused by traffic accidents. This study will propose a 

method for analysing toll road accidents in Indonesia using historical toll road accident data 

as a dataset to become a pattern to examine the frequency of accidents. This dataset consists of 

various parameters from three main factors that cause accidents: human, environmental, and 

road infrastructure factors. Machine learning technique will be mainly used to determine the 

most influencing factors by employing classifiers such as Logistic Regression (LR), Decision 

Tree (DT), Gaussian Naïve Bayes (GNB), and K-Nearest Neighbors (KNN) can construct the 

prediction model. Fourteen subfactors from the data were used to predict the future fatalities 

caused by accidents, which allowed the system to forecast the accident fatality. The results 

show accuracy performance on the test set with LR, DT, KNN, and GNB models, 85.3%, 79.4%, 

87.1%, and 77.1%, respectively. The KNN Classifier model has the most minor error value of 

0.6 compared to the other models. The study’s findings will help analyse the causal factors 

involved in toll road accidents and could be utilised by road authorities to employ risk control 

options to mitigate the ramifications. 

Keywords: Road safety; Logistic regression; Decision tree; Gaussian naive bayes; K-nearest 

neighbors 

1. Introduction 

Indonesia is a rapidly developing country that 

focuses on infrastructure development. 

Improving the infrastructure is of prime 

importance to improve the country’s economic 

condition since it makes logistics faster. The 

development of road infrastructure is 

proliferating in Indonesia. The Indonesian 

government sets a target of 300% growth in the 

quantity and length of toll roads by 2030 

compared to 2020. Unfortunately, the increasing 

number of highways has resulted in numerous 

road traffic accidents (RTA) [1]. The Indonesian 

Highway Authority reports the number of high-

profile national RTA in 2022 (25138 cases). The 

RTA data shows that 86% of crashes are caused by 

driver-related factors or human error. A type of 

fatal accident caused by human error is rear-end 

collision accidents caused by speeding on the 

highway, representing 40% of traffic accidents [2].  

The Cikopo-Palimanan (Cipali) highway is one 

of the busiest in Indonesia, with a length of 116 

kilometres. The fatality rate on toll roads has a 

ratio of 0.30 per km. This figure is higher than that 
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of regional and national roads, which have a 

fatality rate of 0.15 per km and 0.22 per km, 

respectively. From 2019 to 2021, there have been 

1,000 traffic accidents on the Cipali Toll Road 

section, with 223 fatalities. Of these, 862 or 86.1 

percent of accidents were caused by human 

factors, such as lack of anticipation, drowsiness, 

and driving over the speed limit. While the causes 

of traffic accidents caused by tire bursts were 127 

cases, wheel disorders were as many as seven 

cases or a total of 13.6 percent [3]. With the 

relatively high number of fatalities on RTA on 

Cipali Highway, there is a demand for a highly 

advanced technique using advanced mathematics 

and computational analysis. With the high-level 

potential data, machine learning with various 

classifier techniques can be utilised to predict 

accident fatality. Numerous authors have utilised 

the Machine Learning (ML) classification 

technique to analyse data-driven RTA and will be 

explained in Section 2. 

According to the explanation of several 

studies, accident analysis using the ML classifier 

technique for highways has a higher chance of 

predicting accident fatality. Therefore, this paper 

aims to formulate a fatality prediction of accident 

that occurs in Cipali Toll Road by using Machine 

Learning classifiers such as Logistics Regression, 

Decision Tree Classifiers, Gaussian Naïve-Bayes, 

and K-Neighbors Classifiers. Furthermore, this 

proposed ML prediction method is expected to 

serve as a warning for road users, road managers, 

and regulators to ensure safety in driving with the 

ultimate goal of achieving zero accidents. 

 

2. Related Works 

General studies related to toll road accidents 

have been conducted by several researchers about 

the period of accident from midnight to early 

morning, around 12:00 am to 05:59 am [4]–[7] 

affected by weather conditions [5], [7]–[9], 

drowsiness [10], fatigue [11], alcohol 

consumption, road darkness [12], intersection 

area [13]–[15], driver operating error [16], [17], 

vehicle error [18], road conditions [19],  and 

minimum visibility [20]. There is a high 

correlation between time factor and number of 

fatalities [21]. Their research focuses on the 

correlation between many factors that impact 

fatality. Generally, they used statistical methods 

to analyse and present the results. Machine 

learning has been introduced to solve the 

problems [9], [10]. 

Machine learning classifiers have been utilised 

to evaluate traffic crashes in Sri Lanka by using 

Random Forest (RF), Decision Tree (DT), (XGB), 

and K-Nearest Neighbors (KNN) and compared 

with Logistic Regression (LR). Five factors have 

been studied from 279 data: road condition, 

location, weather, and lighting effect. The results 

show that the ML models proved more accurate 

than the LR Model [22]. Another study analyses 

and predicts accident severity in Bangladesh 

using DT, KNN, Naïve Bayes, and AdaBoost. The 

results conclude that AdaBoost had the best 

performance [23]. Similar studies have been 

conducted, and the results indicate that each ML 

classifier has advantages towards others 

depending on the dataset [24]–[27]. In order to 

sharpen and compare the ML classifier technique, 

the ML classifier was evaluated technique by 

using five evaluation metrics [28], [29]: accuracy, 

Root Mean Square Error (RMSE), precision, recall, 

and receiver operating characteristic curves. 

Previous research has utilised the DT Classifier 

for accident analysis in highway roads [30]–[32]. 

Decision Tree was also used earlier for analysing 

road accidents [33], [34]. While [30] has used 

Gaussian Naïve Bayes for highway analysis. The 

K-Neighbors Classifier is also popular in 

analysing accidents in the highway sector [35], 

[36]. The study shows that the Neighbor method 

has the best results. 

Some of the study results above are from studies 

conducted on highways in various countries such 

as the US, India, Bangladesh, and Sri Lanka. 

Meanwhile, some studies using ML for accident 

analysis in Indonesia include using ML to analyse 

the accident’s severity. Three methods were used 

[37]: Random Forest, Gradient Boosting Machines, 

and Bagging Regression Tree. The results show 

that road-related features are most important in 

predicting the number of fatal accidents. Two 

studies related to ML regarding road accidents in 

Indonesia were conducted by [38] using 

multinomial logistic regression for categorising 

injury levels for pedestrians, and the heterogeneity 

of traffic in speeds and volumes was adopted in the 

study on fatality rates and accident rates [37] on 

inter-urban roads. Regarding Indonesian 

highways, the Zero Inflated Negative Binomial 

method has been utilised for designing highways 
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according to the standard, and the data from non-

highways have been used to comply with the 

standard [39]. 

 

3. Methodology 

The general process follows the Figure 1. The 

dataset consists of historical data on toll road 

accidents, and the data class is represented by the 

fatality status (experiment dataset number 1) and 

fatality and major injury status (experiment 

dataset number 2). The attributes influence the 

decision of whether a fatality occurred or not. 

Based on the data condition, the data for each 

attribute was collected to get the suitable 

parameter for input in the learning process.  

Data pre-processing is crucial before the 

dataset is divided into training and test sets. The 

dataset goes through a data pre-processing stage 

to produce a high-quality training set, minimising 

the model’s error. A total of 1645 raw data records 

on Cipali toll road accidents (2018-2023) with 19 

attributes were collected from the PT Astra Toll 

Cipali Indonesia information system following 

research ethics. Similarly, in applying supervised 

machine learning algorithms, the training set will 

significantly impact the model’s performance 

after undergoing data pre-processing, which 

typically consists of stages like data cleaning, 

normalisation, transformation, feature extraction 

and selection.  

Figure 1 shows that the pre-processing begins 

with data cleaning, integration, transformation, 

and defining input and output attributes. After 

getting I/O data, the learning process is executed 

through Python’s Scikit-Learn, and the last step is 

to show the result by presenting errors using 

Mean Absolute Error (MAE) and Root Mean 

Square Error (RMSE). 

 

3.1. Pre-Processing Data 

Data cleaning is sorting the raw data, much of 

the missing data has been removed. Duplication 

has been cleared, and some noise and 

inconsistency in the data have been cleaned. The 

process continued with the integration and 

transformation process of the data. A few random 

sample records which can represent the diversity 

of the raw data can be seen in Table 1 and list of 

atributes before feature selection can be seen in 

Table 2.  

 

 
Figure 1. Diagram of research methodology  
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As a detail, the source data of separate dates 

(day, month, and year) in the information system 

are integrated to create new attributes or predictor 

variables that are more relevant to the fatality 

decision. These new attributes include crash day, 

the potential for accidents to occur is from Friday 

to Saturday, big holiday, season, and trimesters. 

The accident day data is integrated with data from 

the Indonesian Meteorology, Climatology, and 

Geophysics Agency (BMKG) regarding the 

estimated wet and dry seasons according to the 

zoning of the Cipali toll road area. 

A big holiday is a period during which there is 

a mass exodus and widespread holidays to 

celebrate Eid al-Fitr, Christmas, and New Year. 

Indonesia is a unique country with the status of  

 

Table 2. List of atributes before feature selection 

No. 
Attributes 

Name 
N Instance Instance 

Data type transformation 

(Categorical) 

1. Crash hour 4 12:00 - 05:59 am; 06:00 - 11:59 am; 

12:00 - 05:59 pm; 06:00 - 11:59 pm. 

Ratio to nominal. 

2. Crash day 3 Weekday; End of weekday; Weekend. String (date) to nominal. 

3. Friday – Sunday 2 No; Yes. String (date) to nominal. 

4. Big holiday 2 No; Yes. String (date) to nominal. 

5. Season 2 Wet season; Dry season. String (date) to nominal. 

6. Trimesters 3 1st trimesters; 2nd trimesters; 3rd 

trimesters. 

String (date) to nominal. 

7. Distance 6 72 < x ≤ 110.35 / West to East; 

110.35 < x ≤ 174.05 / West to East; 

174.05 < x ≤ 188.85 / West to East; 

72 < x ≤ 110.35 / East to West; 

110.35 < x ≤ 174.05 / East to West; 

174.05 < x ≤ 188.85 / East to West. 

Interval (km) to nominal. 

8. Lane 2 West to East; East to West. Nominal to nominal. 

9. Common vehicle 2 No; Yes. Interval to nominal. 

10. Large truck with 

two axles 

2 No; Yes. Interval to nominal. 

11. Large truck with 

three axles 

2 No; Yes. Interval to nominal. 

12. Large truck with 

four axles 

2 No; Yes. Interval to nominal. 

13. Large truck with 

five axles 

2 No; Yes. Interval to nominal. 

14. Large truck with 

more than four 

axles 

2 No; Yes. Interval to nominal. 

15. Bus 2 No; Yes. Interval to nominal. 

16. Collision type 7 Fixed object collision; Run off road 

with or without collision; Collision 

with pedestrian or animal; Angle or 

side collision; Rear-end collision; 

Head-on collision; Chain reaction 

accidents. 

String (report description) 

to nominal. 

17. Rollover 2 No; Yes. String (report description) 

to nominal. 

18. Weather 5 Sunny; Light rain; Rain; Heavy rain; 

Overcast. 

Nominal to nominal. 

19. Road geometry 2 Straight; Curved. Nominal to nominal. 

20. Causes of 

accident 

4 Vehicle fault; Humans: lack of 

anticipation; Humans: reckless driving; 

Humans: drowsiness. 

String (report description) 

to nominal. 

21. Crossing lane 2 No; Yes. Nominal to nominal. 
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having the largest Muslim population in the 

world. Approximately 87-90% of Indonesia’s total 

population is Muslim. Unlike Christmas and New 

Year events, Eid al-Fitr follows the Hijri calendar 

or has a dynamic schedule in the Gregorian 

calendar. Almost everyone undertakes long and 

often monotonous journeys to their hometowns or 

temporarily migrates from urban to rural areas, 

using toll facilities. This aspect deserves attention 

when hypothesising the likelihood of fatalities. 

These differences have the potential to result in 

varying interpretations of accident data occurring 

during big holidays in predominantly Muslim 

countries compared to research findings in 

predominantly non-Muslim countries. 

Infrequently exposed attributes are integrated to 

maximise the impact of predictor variables.  

Table 2 shows the attributes related to the 

involvement of large trucks with four axles, five 

axles, and more (except buses) in toll road 

accidents are combined into a single attribute 

named large trucks with more than three axles. 

Descriptions of accident reports indicating vehicle 

rollovers are integrated into an attribute called 

rollover. The categorical data classification 

method was applied as a limitation of the 

research. This method transformed all records in 

the newly created attributes and existing 

numerical (interval or ratio) attributes into 

categorical (nominal) forms. For example, records 

in the “crash hour” attribute, initially on an 

interval scale, were converted into categories: 

12:00 - 05:59 am, 06:00 - 11:59 am, 12:00 - 05:59 pm, 

06:00 - 11:59 pm (4 instances). Records in the 

“crash day” attribute were compactly converted 

into three categories, weekday, end of weekday, 

and weekend, to assess predictions of fatalities 

and significant injuries based on the day of the 

accident. 

The last step is feature selection with the chi-

square approach. In this process, attributes or 

input variables that function as independent 

variables must satisfy the hypothesis of 

association with the output variable or the 

attribute representing the decision of fatality and 

significant injury (dependent variable) to 

strengthen the predictive model. 

 

3.2. Learning and Predicting 

As mentioned, process learning and predicting 

go through a machine learning process using a 

famous classifier, Python’s Scikit-Learn. 

Supervised learning is employed in this study, 

where the algorithms to be compared include 

Logistic Regression, Decision Tree Classifier, 

Gaussian Naïve Bayes, and K Nearest Neighbors 

Classifiers. 

 

3.2.1. Logistic Regression 

Logistic Regression (LR) is supervised 

machine learning in generalised linear model 

algorithms. It is a classification algorithm widely 

used for building predictive models that utilise 

probabilities and can be seen as a linear regression 

model with an associated cost function called the 

sigmoid or logistic function. This function maps 

predicted class values to the probability values 

between 0 and 1. The equation logistic regression 

follows:  

 

𝑔(𝐸(𝑦)) = 𝛼 + 𝛽𝑥1 + 𝛾𝑥2 (1) 

where g(E) is the link function, E(y) is the 

expectation of the predicted variable, and α + βx1 

+ βx2 are the predictors. 

 

3.2.2. Decision Tree 

The decision tree builds classification or 

regression models as a tree structure. It breaks 

down a dataset into smaller subsets with an 

increase in the depth of the tree. The final result is 

a tree with decision nodes and leaf nodes. A 

decision node (e.g., Outlook) has two or more 

branches (e.g., Sunny, Overcast and Rainy). The 

leaf node (e.g., Play) represents a classification or 

decision. The root node is the topmost decision 

node in a tree corresponding to the best predictor. 

Decision trees can handle both categorical and 

numerical data. In this research, the decision tree 

follows the following steps;  

a. Select the top from the fourteen attributes of 

the Cipali Toll Dataset as the root node. 

b. Each iteration of the algorithm iterates through 

the very unused attribute of the set attribute 

and calculates the Entropy (H) and 

Information gain (IG) of this attribute. 

c. Then, select the attribute that has the smallest 

entropy or most significant information gain. 

d. The selected attribute splits the set attribute to 

produce a subset of the data. 

e. The algorithm continues to recur on each 

subset, considering only attributes never 

selected before. 
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The entropy E(H) measures the randomness of 

the information defined by Equation 2. 

 

𝐸(𝐻) = ∑ −𝑃𝑖𝑙𝑜𝑔2𝑃𝑖

𝑖=1

 (2) 

H represents the current state of the input 

attributes, Pi is the probability of the selected 

following attribute for any event of state H. The 

information gain is computed as Equation 3. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐵) = ∑ 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑗, 𝑎𝑓𝑡𝑒𝑟)

𝐾

𝑗=1

 (3) 

B is the dataset before splitting, K is the number of 

subsets generated, and (j, after) is the j-th subset 

after splitting. 

 

3.2.3. Gaussian Naïve Bayes 

Naïve Bayes is a statistical classification 

technique based on Bayes Theorem. It is one of the 

simplest supervised learning algorithms. Naive 

Bayes’ classifier is a fast, accurate, and reliable 

algorithm. Naive Bayes classifiers have high 

accuracy and speed on large datasets. The naive 

Bayes classifier assumes that the effect of a 

particular feature in a class is independent of other 

features. For example, whether a loan applicant is 

desirable depends on his/her income, previous 

loan and transaction history, age, and location. 

Even if these features are interdependent, these 

features are still considered independently. This 

assumption simplifies computation, which is why 

it is considered naïve, as shown in Equation 4. 

This assumption is called class conditional 

independence. 

 

𝑃(ℎ|𝐷) =
𝑃(𝐷|ℎ)𝑃(ℎ)

𝑃(𝐷)
 (4) 

Where: P(h): the probability of hypothesis h being 

actual (regardless of the data). This is known as 

the prior probability of h; P(D): the probability of 

the data (regardless of the hypothesis). This is 

known as the prior probability; P(h|D): the 

probability of hypothesis h given the data D. This 

is known as posterior probability; P(D|h): the 

probability of data d given that the hypothesis h 

was true. This is known as posterior probability. 

 

3.2.4. K-Nearest Neighbors 

K-nearest neighbors (KNN) Classifiers are 

supervised machine learning algorithms that can 

be used for regression and classification tasks. A 

supervised machine learning algorithm depends 

on labelled input data, which the algorithm learns 

and uses its learned knowledge to produce 

accurate outputs when unlabeled data is inputted. 

The use of KNN is to make predictions on the test 

data set based on the training data’s 

characteristics (labelled data). The method used to 

make these predictions is by calculating the 

distance between the test data and training data, 

assuming that similar characteristics or attributes 

of the data points exist within proximity. It allows 

us to identify and assign the new data category 

while considering its characteristics based on 

learned data points from the training data. The 

KNN algorithm will learn these characteristics of 

the new data point, and based on its proximity to 

other data points, it will be categorised.  

 

4. Results and Discussion 

4.1. Results of the Study 

According to Table 3, attributes that impact 

fatality related to the accidents in toll road from 

experiment are crash hour, crash day, Friday-

Sunday (end of weekday to weekend), significant 

holiday, season, trimesters in a year, distance, 

lane, exist of typical vehicle, presence of large 

truck with two axles, three axles, and more than 

three axles, presence of bus, collision type, 

possibility of rollover, weather, road geometry, 

causes of accident, and possibility of crossing lane. 

Based on the results of the Chi-Square test, 

presented in Table 3, there are 13 attributes in data 

set 1 that are associated with fatality status, which 

is indicated by p-value <0.05, including crash 

hours, big holiday, distance, standard vehicles, 

large truck with two axles, three axles and more 

than three axles, bus, collision type, road 

geometry, causes of accident and crossing lane. 

These attributes will be used as input of data set 1 

for prediction modelling with random sampling, 

test-training splitting method. Meanwhile, the 

attributes not associated with the fatality status 

are crash day, Friday–Sunday, season, trimesters, 

lane, rollover, and weather, which are discarded. 

13 attributes are not similar in data set 2, which are 

associated with the fatality and significant injury 

status, which is indicated by p-value < 0.05, 

including crash hours, crash day, Friday-Sunday, 

big holiday, common vehicles, large trucks with 

two axles, three axles and more than three axles, 
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bus, collision type, road geometry, causes of 

accidents and crossing lane. These attributes will 

be used as input data set 2 for prediction modeling 

with random sampling, test-training splitting 

method. Meanwhile, the attributes not associated 

with fatality are season, trimesters, distance, lane, 

rollover, and weather. 

A total of 1530 sample accident records 

containing 14 selected attributes from dataset 1 

and dataset 2 have undergone effective data pre-

processing as shown in Table 4 and Table 5. These 

records were filtered to create a new dataset for 

applying the random sampling method to divide 

them into training and test sets. Among the four 

supervised machine learning algorithms, KNN 

Classifier and LR exhibited the lowest MAE 

values for test set 1 (Fatality Yes/No), measuring 

16.1 and 16.5, respectively. In model evaluation, a 

smaller number of MAE is considered better. 

MAE calculates the average of the absolute 

differences between predicted and actual values. 

A more petite MAE indicates that the model’s 

predictions are closer to the actual values, 

demonstrating better predictive performance. 

Conversely, for test set 2, all MAE values are 

considerably higher when compared to applying 

algorithms to test set 1 as shown in Figure 2. This 

implies that using class labels with statuses of 

fatality and significant injury may not be the most 

suitable choice due to their poor performance, as 

reflected by the relatively high MAE values. 

Subsequently, cross-validation was employed to 

enhance the model’s performance for dataset 1, 

and all four models were evaluated using more 

considerable parameters, including Accuracy, 

RMSE, Precision, and Recall. 

Figure 3 shows the accuracy performance on 

the test set with LR, DT Classifier, KNN Classifier, 

and Gaussian Naive Bayes models being 85.3%, 

79.4%, 87.1%, and 77.1%, respectively. The KNN 

Classifier model has the smallest RMSE value (0.6) 

compared to the other models as depicted in 

Figure 3. LR, DT Classifier, and Gaussian Naive 

Bayes have higher RMSE values of 0.62, 0.67, and 

0.69, respectively, in line with the accuracy 

performance, suggesting that the use of Gaussian 

Naive Bayes tends to be less accurate and 

potentially overfitting in predicting the target 

status of whether fatal accidents occur on toll 

roads compared to DT Classifier and LR. The 

KNN Classifier demonstrates the perfect Precision 

performance, 2.5 times higher than the logistic 

regression model in the second highest position 

with a 0.4 or 40% value. Unlike accuracy and RSME 

 
Table 3. Feature selection - attributes relationship with data classes of two data set 

Attributes 

Chi-Square Test Result 

Asymptotic Significance (2-sided) 

Fatality (Yes / No) Fatality and Major Injury (Yes/No) 

Crash hour 0.01 *** 

Crash day 0.56 0.04 

Friday–Sunday 0.06 0.02 

Big holiday 0.03 0.04 

Season 0.39 0.07 

Trimesters 0.31 0.19 

Distance 0.03 0.16 

Lane 0.77 0.67 

Common vehicles *** *** 

Large truck with two axles *** *** 

Large truck with three axles *** *** 

Large truck with four axles 0.01 0.07 

Large truck with five axles ** ** 

Large truck with more than four axles *** ** 

Bus ** 0.02 

Collision type *** *** 

Rollover 0.33 0.19 

Weather 0.48 0.38 

Road geometry *** 0.02 

Causes of accident *** ** 

Crossing lane *** 0.02 

Note: significance values are presented as ** = p <.01, *** = p <.001.  
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Figure 2. MAE of the model with random sampling 

 

 

 
Figure 3. Histogram evaluation of each model of classifier 

 

the DT Classifier tends to be weaker or gives many 

false optimistic predictions among the truly 

relevant results compared to Gaussian Naïve 

Bayes with values of 0.28 and 0.30, respectively. 

High precision is essential to minimise the 

number of false predictions of fatalities, although 

the consideration and recall (sensitivity) to get a 

complete picture of the classification model’s 

performance cannot be separated. The KNN 

Classifier and LR provide the best recall 

performance with the same value, 0.083, while the 

DT Classifier and Gaussian Naïve Bayes tend to 

miss many cases of positive fatal occurrences that 

should have been there with recall values of 0.292 

and 0.458, respectively as shown in Figure 3. 

Figure 4, which illustrates the contribution of 

features causing fatalities as found in this research 

paper, shows that for the category of accident  
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Figure 4. The contribution of features causing fatalities 

 

timing, the highest number of accidents occurs 

between 12:00 AM and 5:59 AM. The segment 

with the highest number of accidents is the east to 

west route between km 110.35 and km 174.05. The 

most frequent type of accident involves common 

vehicles, specifically rear-end collisions, occurring 

on straight roads and caused by human 

drowsiness. 

 

4.2. Discussions 

The findings of this research are consistent 

with the previous study of [4], indicating that the 

period from midnight to early morning, 

specifically from 12:00 am to 05:59 am, results in 

the highest number of accidents leading to 

fatalities on toll roads compared to other time 

segments. Specific kilometres of driving on toll 

roads or certain toll road segments also influence 

the occurrence of fatalities in toll road accidents in 

Indonesia. Human factors such as drowsiness, 

lack of anticipation, and reckless driving 

significantly contribute to the heightened risk of 

fatal accidents occurring on toll roads. Among 

these factors, drowsiness in drivers emerges as an 

especially perilous element, capable of directly 

contributing to fatal incidents on toll roads. 

From the perspective of collision types, rear-

end accidents have the most significant 

contribution to the risk of fatalities on toll roads, 

which is similar to [4].  The percentage of accident 

cases that resulted in fatalities from rear-end 

collisions in this study reached 65%, which is 

significantly higher when compared to the factors 

contributing to run-off road with or without 

collision, chain reaction accidents, fixed object 

collision, head-on collision, angle or side collision, 

and collision with pedestrian or animal. The 

findings of this study also support previous 

research by [40] indicating that the interaction of 

large vehicles during toll road accidents is 

significantly associated with fatalities. A higher 

proportion of large vehicles significantly 

influences the crash rate because a more 

significant number of large vehicles introduces 

heterogeneity into the traffic flow, as they 

typically travel at slower speeds and have reduced 

manoeuvrability compared to regular small cars. 

A 1% rise in the proportion of large vehicles leads 

to a 7.6% increase in the crash incident rate. 

The unique outcome of this study identifies 

that, statistically, factors such as season and 

weather are not associated with the occurrence of 
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fatalities on toll roads in Indonesia, which differs 

from previous studies conducted in other Asian 

countries, including China, Sri Lanka, and 

Pakistan [4], [22], [40]. Another interesting finding 

is that the occurrence of rollovers during 

accidents, with or without collisions, also does not 

affect the incidence of fatalities on toll roads 

according to the model prediction. Also, this 

study finds that the fatality rates in toll roads can 

be affected on unusual days, such as during big 

holiday seasons. 

The quality of the predictive model built relies 

heavily on the quality of the dataset and the input 

factors involved. It was concluded that the 

diversity of climate, topography, population 

profiles, and driver characteristics across different 

countries inevitably impacts varying research 

conclusions. It is also emphasized that, besides 

relying on empirical data, it is crucial in research 

to carry out data pre-processing, including data 

reduction or feature selection. This process helps 

quantify the relationships among presented 

factors affecting the decision of fatalities 

effectively.  

 

5. Conclusion 

Toll road accidents are one of the most 

prevalent incidents that can cause detrimental 

effects towards fatality. Consequently, a novel 

methodology for analysing accidents with 

enormous data is required. Machine Learning is 

considered one of the most promising data 

analysis methods. In this research, four machine 

learning classifier methods, Logistic Regression, 

Decision Tree, Gaussian Naïve Bayes, and K-

Nearest Neighbors, were utilised to predict the 

fatality with the input “fatality” and “non-

fatality”. Four of the Machine Learning Classifiers 

show excellent results for analysing and 

predicting toll datasets to aid in preventing road 

accident fatalities, with accuracy between 60-90%, 

error MSE 10-20%, and RSME 0.6-0.8. Data 

training and testing have been manually selected 

using cross-validation to increase the accuracy of 

four classifiers. The final result shows that the K- 

Nearest Neighbors classifier can predict well for 

this dataset, with an accuracy of around 87.1 % 

with RMSE 0.60 and a high precision value. The 

findings of this study will be beneficial for the 

knowledge of data science, especially for the 

analysis of causal factors involved in toll road 

accidents. 
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